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ABSTRACT compromise between precision and trainability, because their
cardinality is limited to a few hundreds, even if they allow to

The paper describes a method for dealing with multilingual represent all the most relevant phonotactic phenomena. All these
vocabularies in speech recognition tasks. We present an approach factors are enhanced when we consider the dimension of
that combines acoustic descriptive precision and capability of multilinguality. In this paper we try to give an answer to two
generalization to multiple languages. The approach is based on questions:
the concept of classes of transitions between phones. The classes 1) how to design a multilingual recognizer for applications
are defined by means of objective measures on acoustic requiring the activation of vocabularies including words
similarities among sounds of different languages. This procedure belonging to several languages; this happens, for instance,
stems from the definition of a general language-independent in automated vocal access servers providing information on
model. When a new language is to be added, the phonological international travel or finance services;
structure of the language is mapped onto the set of classes 2) how to exploit such a multilingual model in the
belonging to the general model. Successively, if a limited amount "interpolation" of a recognizer in a new language,
of language-specific speech data becomes available for the new accounting for the similarities of sounds of the target
language, we identify those sounds which require the definition language with respect to the sounds of each language of the
of additional classes. The experiments have been conducted in multilingual model. The goal here is to base on the
Italian, English and Spanish languages. The method can also be robustness and richness of the multilingual model, avoiding
considered as a way of implementing cross-lingual porting of the burden of collecting several thousands of utterances
recognition models for a rapid prototyping of recognizers in a from hundreds of native speakers in the target language.
new target language, specifically in cases whereby the collection This goal clearly impacts the economy of ASR design in
of large training databases would be economically infeasible, applications requiring efficient procedures for cross-

language transfer of speech technology.
1. INTRODUCTION

This research follows two major guidelines:
The design of an Automatic Speech Recognition system for 1) Deployment of cross-language similarity metrics among
flexible vocabularies requires the definition of an inventory of acoustic-phonetic units, obtaining hierarchies of
acoustic-phonetic units reflecting the phonetic and phonotactic multilingual sounds;
structure of a language with the maximum degree of precision 2) Introduction of the concept of class of transitory unit.
compatible with the constraint of statistical trainability of the
units. A commonly adopted approach consists in modeling Several different techniques have already been developed for
allophones by specifying the phonetic context in which a given cross-language portability of speech recognition models. In most
phone may appear. The context can extend as far as non adjacent cases, the starting point is represented by the search for
phones ([10]); syllables have been considered as an alternative similarities among sounds of different languages. After the
model, but the larger cardinality of this model - a few thousands pioneering work by Wheatly and al. [1] and the introduction of
of units - prevents from a practical and viable implementation of the concept of poly-phonemes [2], experimented with four
this approach, even if it shows the benefit of an implicit European languages (Dutch, British English, German and
representation of coarticulation effects. A different method is Italian), several other approaches followed where different
based on stationary-transitory units [7], where an explicit model combinations of acoustic density clustering and cross-language
is given to transitory segments between two adjacent phones. The phonetic lexica mappings were designed and experimented. In
higher is the degree of detail in the set of units, the higher is the [3], we presented an approach similar to [41, and we developed a
precision of the model, but the difficulty in the training stage context-independent multilingual phoneme inventory covering
increases correspondingly due to the larger number of units to be Italian, English, Spanish and German, based on a combination of
trained. For instance, the full coverage of the Italian language in HMM (Hidden Markov Model) distance measures introduced to
terms of triphones would imply the adoption of an inventory of compute similarities of acoustic-phonetic units belonging to
7-8 thousands of units, and each of them should appear at least a multiple languages. We also showed how these similarities can
few tens times in the training corpus to provide enough statistical be exploited to interpolate acoustic models for a new,
strength. Transitory-stationary units can be considered as a nice
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undertrained language. In [5] a language-independent approach details in the model.
was attempted, by combining up to eight languages in a global
set of polyphones and then by using this model for cross- 2.2 Classes of transitions
language transfer purposes. The procedure performs well in the Several models were tested according to the design criteria
target language, but the large size of the phonetic unit inventory described in the following. We started developing monolingual
(a few thousands) is an obstacle to a full generalization of the inventories, then moved to the multilingual case. In the
approach towards the direction of language independence. In this monolingual experiment, we developed two types of unit sets for
paper, we extend the method presented in [3] to transitory units, each of the three languages.
In [9] a bilingual Italian-German recogniser was investigated, • Basic class set, corresponding to the classical
where results from different adaptation schemes are reported. taxonomy of consonant and vowel sounds: voiced and unvoiced

plosives, nasals, laterals/vibrants, voiced an unvoiced fricatives,
2. THE METHOD affricates; front, central and back vowels. This method produced

the inventories en-170, it-114, sp-140 for English, Italian and
2.1 Transitory units Spanish respectively.
Stationary and Transitory units [7] explicitly represent the * Improved class set, designed according to similarity
central, more stable section of phone realizations and the measures computed on the HMMs of phones in each language.
transition from one phone to the adjacent one. For instance, in Measures were based on a metrics introduced in [3], where up to
Italian, the word "bene" ("well"), lb'-- n el, is transcribed as five different algorithms are applied to compute the acoustic

similarity of the sounds of a language. The phone hierarchy
# #b b b'e 'e "6'n n ne e e# # derived from this computation is represented by a dendogram.

The data-driven method is as follows: for a given transition of
where odd components represent stationary events - # is the type xy, the corresponding transitory class is identified by
silence - and even components represent transitions. #b and e# combining the information provided by the dendogram of both
are the positional units at the beginning and at the end of the left (x) and right (y) constituent phones. In this stage, the absolute
word. In this case, for instance, b is the voice bar and b'e values of distance measures are taken into account. Two specific
represents the transition to the following front vowel. This classes were introduced for the closure section of plosives
structure has proven to perform well as far as all the units in the (silence or voice bar). The generation of the improved class was
inventory can be properly trained. It may happen that the carried out in two successive steps. In a first step, the procedure
occurrence frequency of some units is below a minimum was separately performed for each language and the
threshold in a given language-specific training database; in this corresponding HMMs for the transitory and stationary units so
case those units would be undertrained. In fact, the minimal obtained were trained. In a first stage, for the English language,
statistical coverage requirement can be challenged by the we designed the transitory unit classes according to a priori
scarceness of data for rare sounds. Furthermore, this drawback is phonetic criteria, and generated the set en-363-mon. This model
highly emphasized when we look for a global model suitable for was therefore similar to model en-170-mon, but resulted in a
multiple languages. finer and more detailed phonetically motivated distinction of

In our method, phones are classified in classes, similar classes. Since this model did not yield satisfactory improvements
sounds are merged into one class, then these classes are used to in recognition performance, we moved to the data-driven
build up the set of phone-to-phone transitory classes. Resuming approach, which produced the set en-358-mon-dd. The other two
the previous example, the word "bene" can be transcribed as data-driven inventories for Italian and Spanish were it-220-mon-

dd and sp-269-mon-dd respectively. Finally, we obtained the
SL SLVP b VPFV "e FVNA n NAFV e FVSL SL global inventory for the multilingual, multivocabulary model:

mul-670-mul. It consisted of the combination of the three
where SL, VP, VF, FV and NA correspond to "silence", voiced language-specific sets where classes of different languages,
plosive, front vowel and nasal phonetic classes. In [3], the representing cross-language sounds which could be clustered
acoustic model was based on context-independent units, according to the distance measures, were unified. Also closure
therefore all the sounds whose cross-language distance resulted silences and voice bars were unified across the languages. This
to be below a given threshold were merged into a single class. In cross-language unification operator is represented by the symbol
the method presented in this paper, classes are introduced only eD in the following formula:
for transitory units. Stationary units are not clustered because mul-670-mul=en-358-mon-dde it-220-mon-dd& sp-269-mon-dd
they convey the information on the lexical identity of a word.
The phonological structure of a given language is preserved, and 3. EXPERIMENTS
it is therefore maintained in the multilingual inventory of units. 3.1 Speech Databases
Small classes of transition units preserve a higher degree of Training and test databases used in the experiment consisted of a
acoustic precision than large classes, but reduce the compression portion of the SpeechDat databases [8] for Italian and Spanish,

factor of multilingual inventories because fewer units are merged while the training English component was collected by CCIR-

into a single transition class. An optimal trade-off between University of Edimburgh. The size of the databases is given

average size of classes and accuracy of acoustic modeling has to Table 1. Two test data sets were used for English: one from

be found in order to guarantee a specified level of statistical Spee 1.aTwo te other one from

robustness - trainability - of units without loosing too many SpeechDat and the other one from CCIR.
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inventory of phonetic class transitions. Several different

I ENG ITA :SPA . mappings of phones to classes were induced by this procedure.
Train. Test Train. Test Train. Test Table 2 shows the different allocation in classes for plosive and

# utt. 34400 1797 12800 1050 5174 1730 some fricative/affricate sounds. The new model significantly
outperformed the previous one (WR = 94.21, ER = 20.7),

Table 1. Training and Test corpora. indicating that data-driven criteria can be exploited in the
optimization of this type of acoustic-phonetic units.

3.2 Initialization of transitory HMMs
Two different bootstrapping methods for transitory units were en-363-mon en-358-mon-dd
implemented: coarse (c) and fine (f) initialization. With c- d t d t
initialization, the left state of a transitory unit is given the density p b p k
function of the rightmost state of the context-independent HMM, k g g
represented by a left-to-right, three state topological structure, b
corresponding to the left component of the transitory unit. The J 3 d3 If tJ" d3
same process is followed for the right state of the transitory unit. t__ 3
Stationary units are assigned the density function of the central
state of the corresponding context-independent model. With f- Table 2. Different partitions of English sounds in classes.
initialization, a Viterbi segmentation of training data is
performed using the context-independent three-state models. The method was applied to Spanish and to Italian
Acoustic sequences, segmented by the rightmost state of the languages; this time we directly applied the distance criteria. The
HMM that correspond to the left component of a transitory unit, error reduction observed with respect to the baseline models was
are assigned to the left state of this unit; a similar relationship 38.9% for Spanish and 38.8% for Italian (Table 3).
holds for the right state and for the stationary unit. Finally, all
segments insisting on a given state are processed by a clustering ENG en-170-mon en-363-mon en-358-mon-dd
procedure to derive the Gaussian mixture of the state. The WR 92.14 92.70 94.21
process is iterated on all states of the transitory/stationary unit LPý sp-140.mon sp.269-mon-dd
inventory. Since the segmentation is consistent with the SP 95.55 97.2 8
phonotactic constraints (e.g. the leftmost state of transition xy is W 95.55 97.28
associated to segments of the rightmost state of phone x only in ITA it-114-mon - it-220-mon-dd

contexts where the successive phoneme is y), it results in a more WR 84.54 90.54
precise bootstrap representation of the transitory/stationary units.
Anyway, f-initialization requires longer computing time than c- Table 3. WR performance of different models.
initialization.

3.2.2 Multilingual experiments
3.2 Experimental results The multilingual phonetic inventory mul-670-mul designed
Continuous Density HMMs of acoustic-phonetic units were according to the method presented in Section 2 was trained by
trained by the K-means algorithm. Each HMM state was means of the super-corpus obtained by merging the English,
represented by a variable mixture density function with up to 32 Italian and Spanish training corpora. An example of cross-
Gaussians per mixture. The Viterbi decoder generated the N-best language alignment of sounds is given in Table 4 for some nasal
scored hypotheses with beam search acceleration. English was consonants.
the working language for tuning and testing the method; the
optimal choices were then extended to Spanish and Italian. II ENG I ITA . SPA I
Finally the multilingual unit inventory was generated. The NA Class m Q n m n m njp
multilingual tests were performed on a 535 words vocabulary GNI Class p
(475 Italian, 30 English and 30 Spanish). A separate test set for
English consisted of a list of 300 railway and underground Table 4. Classes for nasal sounds.
stations.

Interestingly enough, the Italian sound ji is not assimilated
3.2.1 Monolingual experiments to the corresponding sound in Spanish, but it is left apart as a
The baseline model for English was en-170-mon. We tried both single member phonetic class.
c- and f-initialization. Since the latter performed significantly These models were tested in two different modes:
better than the former - Word Recognition rate (WR) of 92.14 monovocabulary and multivocabulary. In the former mode, the
compared to 91.59 - we decided to adopt f-initialization in all the test was carried out separately for each language. In the latter
successive experiments. The next model, en-363-mon, which mode, all the words of each of the monolingual test vocabularies
included quite a larger amount of phonetic knowledge (Section were merged in a global test vocabulary. The aim of this test was
2.2), brought about only a limited improvement in recognition twofold: to probe the preservation of language-specific accuracy
performance, 7% of Error Reduction rate (ER). Then we moved of the multilingual models and to evaluate the extent these
to the next model, where the new source of information, the models might support a multilingual vocabulary recognition task.
distance metrics, was taken into account in the definition of the
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Fig. l. WR performance of mul-670-mul multilingual models. Fig.2. Strengthening of Spanish models.

Results are given in Fig. 1. of combining acoustic precision and generalization towards the
The test in Spanish privded a significantly better result than direction of language independence. The approach is being

the corresponding monolingual model (98.44 WR compared to experimented in a cross-language transfer of acoustic-phonetic
97.28). This effect was explained in terms of a greater robustness knowledge for the Rumanian language.

of multilingual models than the monolingual models, and it was
specifically observed in the test with Spanish utterances. In fact ACKNOWLEDGMENTS
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